Mammalian genomes encode genetic information in their linear sequence, but appropriate expression of their genes requires chromosomes to fold into complex three-dimensional structures. Transcriptional control involves the establishment of physical connections among genes and regulatory elements, both along and between chromosomes. Recent technological innovations in probing the folding of chromosomes are providing new insights into the spatial organization of genomes and its role in gene regulation. It is emerging that folding of large complex chromosomes involves a hierarchy of structures, from chromatin loops that connect genes and enhancers to larger chromosomal domains and nuclear compartments. The larger these structures are along this hierarchy, the more stable they are within cells, while becoming more stochastic between cells. Here, we review the experimental and theoretical data on this hierarchy of structures and propose a key role for the recently discovered topologically associating domains.

Introduction

Chromosomes were discovered more than a century ago when Flemming observed the formation of stained bodies just before cell division (Flemming, 1965). Careful observations of the behavior of chromosomes during mitosis and meiosis led to the critical insight that they must be the carriers of genetic information, as articulated in the Boveri-Sutton chromosome theory of heredity at the beginning of the 20th century (Wilson, 1925). For years, biologists focused on studying the structure, dynamics, and behavior of chromosomes with the hope of learning how they contain, express, and transmit genetic information. During the 20th century, the emphasis changed with the discovery of DNA as the genetic carrier, driving new studies aimed at understanding how information is encoded in its sequence, culminating in the sequencing of the human genome in 2001 (Lander et al., 2001; Venter et al., 2001). Interestingly, during the last several years, the field has witnessed an exciting return to its beginning with the realization that in order to understand how the genome works, we need to know not only the information encoded in its sequence but also the ways this sequence is structurally and physically organized inside chromosomes.

Over the last century, improved microscopic approaches have enabled the study of chromosome organization at increasing resolution and detail (Schermelleh et al., 2010). In the last decade, the development of molecular approaches based on chromosome conformation capture (3C) technology, combined with methods of modeling and interpreting chromatin interaction data, has revolutionized the analysis of chromosome folding (Baù and Marti-Renom, 2011; Bohn and Heermann, 2010; Dekker et al., 2002; Fudenberg and Miny, 2012; Hakim and Misteli, 2012; Kalhor et al., 2012; van Steensel and Dekker, 2010).

3C-based methods are used to probe chromosome organization by measuring the frequency of physical interactions or proximity among any pair of genomic loci. By determining the contact probability of a large set of loci, spread out along chromosomes and across cell populations, insight into the spatial organization of chromosomes can be gained (Dekker et al., 2002). 3C-based techniques are all based on formaldehyde crosslinking of chromatin, which creates a genome-wide snapshot of (long-range) interactions between any pair of genomic loci occurring in three dimensions. Chromatin is fragmented, for example by digestion, and then intramolecularly religated so that interacting loci are converted into unique DNA ligation products that are then detected using a variety of methods. The original 3C method used PCR with locus-specific primers to detect ligation products one at a time. The development of deep-sequencing platforms has enabled the detection of ligation products at increasing throughput. 3C-based methods can be combined with deep sequencing to obtain chromatin interaction maps at increasing scale (from single loci to whole genomes) and resolution (from Mb to kb). This can be done by modification of the way 3C ligation products are detected, e.g., by inverse PCR (in 4C [Simonis et al., 2006; Splinter et al., 2012; Würtele and Chartrand, 2006; Zhao et al., 2006]), by multiplexed ligation-mediated amplification (in 5C [Dostie et al., 2006]), or by introduction of a biotin mark at the ligation junction to facilitate unbiased purification of ligation junctions (Hi-C [Belton et al., 2012; Lieberman-Aiden et al., 2009]). Recent increases in sequencing throughput and reduced costs are obviating the need for such modifications to the 3C method, and comprehensive genome-wide interaction maps have already been generated by direct sequencing of ligation products generated by the classical 3C procedure (3C-seq [Rodley et al., 2009; Sexton et al., 2012]).

Observations obtained by direct imaging of chromosomes in individual cells and by probing the folding of chromosomes across cell populations with 3C-based technologies have led to the identification of two central phenomena that characterize the organization of DNA inside cells: First, widely spaced genomic loci associate with each other to form short- and long-range and intra- and interchromosomal molecular interactions or connections (Miele and Dekker, 2008; Misteli, 2007;
van Steensel and Dekker, 2010). Second, although general principles regarding folding of chromosomes apply to all cells, the spatial organization of the genome is highly variable between cells, and no two nuclei will display the exact same set of connections (Croft et al., 1999; Orlova et al., 2012; Parada et al., 2003; Strickfaden et al., 2010). In this review, we provide an overview of the molecular processes, uncovered over the last decade, that determine the formation of three-dimensional connections between loci and how this organization affects the regulation of genes. We specifically focus on metazoa, since long-range interactions are more likely to play a role in their large genomes. We propose a way to unify the seemingly incompatible phenomena of a highly heterogeneous genome conformation between cells in a clonal cell population and the formation of reproducible gene regulatory interactions in each cell. Furthermore, we present a hierarchical view of the spatial organization of the genome in which different layers of organization display differences in real-time dynamics within cells and differential levels of stochasticity between cells.

**Figure 1. Large-Scale Nuclear Organization in Mammals**

(A) The nucleus is composed of chromosome territories (for example, mouse chromosome 3 and 18 are depicted in red and green, respectively). DNA is organized in more or less condensed regions, as can be shown by DAPI staining (gray intensities). Nucleoli (N) are visible as dark spots (top inset).

(B) Inset shows a more detailed architecture of the nucleus with compartments (A and B), heterochromatin (HC), and euchromatin (EC) surrounding the interchromatin compartment.

(C) Zoomed-in view of chromosomal domains (hypothetical). Foci of factors interacting with looping chromatin in the perichromatin region (PR) are shown as pink circles, and RNA is shown as orange lines. The larger speckles (SP) are located in domains that are sparser in chromatin content and further away from the PR.

(D) All-by-all chromosome matrix showing the interactions within and between chromosomes.

(E) Red and blue “plaid” pattern of chromosome 18 emphasized through Pearson correlation shows the separation into two chromosomal domains (represented as red and blue).

(F) Detailed version of (D), sized equivalent to E, showing the cis-interaction matrix for chromosome 18. The inset indicates a ~3 Mb large B compartment.

(G) The clustering into compartments A and B after principal component analysis on the plaid pattern displayed in (E).

(H) Detailed version of the 3 Mb large B compartment from (F), revealing the organization of TADs (1 and 2).

(I) Representation of looping of chromatin as can be found at the PR (see C) or in deeper structures within TADs (see H). Nuclei were modeled to match Hi-C plots, which were adapted to scale from previously published data (Zhang et al., 2012).

**Enduring Connections: Linked Loci Stay Together**

The large size of chromosomes prevents them from freely mingling throughout the nucleus (Rosa and Everaers, 2008; Walter et al., 2003). Within the nucleus, DNA is organized into individual chromosome territories (CTs). The chromosomal arrangement into CTs was comprehensively visualized by chromosome painting (Lichter et al., 1988; Pinkel et al., 1988) (Figure 1A). CT formation was subsequently confirmed by genome-wide Hi-C analysis (Lieberman-Aiden et al., 2009; Zhang et al., 2012) that showed that loci located on the same chromosome interact far more frequently, even when separated by more than 200 Mb, than any two loci located on different chromosomes (Figure 1D). Yet, neighboring chromosomes can overlap considerably and chromatin loops from one CT can intermingle with neighboring CTs (Branco and Pombo, 2006; Misteli, 2010) (see below in the section Birds of a Feather Flock Together). Genomic linkage is clearly a very dominant factor in determining the three-dimensional connections of any gene or regulatory element.

CTs themselves are not randomly positioned in the nucleus. In both mouse and human cells, chromosomes of similar size and gene density were shown to be more likely to interact in nuclear
space: short gene dense chromosomes group together near the center of the nucleus, whereas the longer and less-gene-dense chromosomes are more often located near the nuclear periphery. This property is reflected in different propensities for interchromosomal connections (Crocket et al., 1999; Lieberman-Aiden et al., 2009; Tanabe et al., 2002; Zhang et al., 2012).

Peripheral Connections
The eukaryotic nucleus is a confined organelle bounded by the double lipid bilayer membrane of the nuclear envelope (NE) (Dingwall and Laskey, 1992). Although the NE allows for communication through nuclear pore complexes, it essentially restricts genomic DNA to a confined three-dimensional space. In addition, this physical barrier provides a solid anchor point that allows for specific chromatin interactions.

The inner nuclear membrane of the NE is lined by a filamentous meshwork of lamin proteins termed the nuclear lamina (NL) (Kind and van Steensel, 2010). The NL associates with inactive, heterochromatic chromatin directly or indirectly via lamin-associated proteins (Goldman et al., 2002). This organization of chromatin-lamin association involves specific chromosomal domains. Large (0.1–10 Mb) lamin-associated domains (LADs) were identified by DamID, an approach in which laminas are fused to a bacterial dam methyltransferase, leading to methylation of lamin-associated loci (Guelen et al., 2008). It is currently unknown whether LADs are the result of an active binding process at the NL or whether they result from being “pushed out” of the nuclear center. Almost half the genome in a given cell population is composed of LADs, but not all LADs can physically be associated with the NL in each cell. Given that in different (clonal) cells some chromosomes are not located near the periphery, this implies significant cell-to-cell heterogeneity. LADs are considered heterochromatic and are characterized by low gene density and a general lack of transcription (Guelen et al., 2008). When cells differentiate, some LADs lose their association with the NL, while others may become associated with the nuclear periphery. These changes coincide with altered gene expression profiles, in which activated genes move to the NL and inactivated genes are found in new LADs.

Nucleolar Connections
Loci not only gather near the nuclear periphery, but also at other specialized subnuclear structures such as nucleoli. Nucleoli are subnuclear structures dedicated to expression by RNA polymerase I (pol I). They are formed around clustered ribosomal DNA arrays from several different chromosomes that are transcribed by RNA pol I. Interestingly, actively transcribed RNA pol III-dependent genes can also be found at the nucleoli, and enrichment for such genes has been documented in the perinucleolar regions surrounding the nucleolus (Bertrand et al., 1998; Huang et al., 1997; Thompson et al., 2003).

To directly identify the loci that associate at or near nucleoli Németh et al. purified nucleolus-associated DNA and identified nucleolus-associated domains (NADs) (Németh et al., 2010). Thus, both the NL and nucleoli serve as structures at which heterochromatic loci located on different chromosomes come together to form specialized subnuclear structures, with additional clustering of actively transcribing RNA pol I and pol III at nucleoli (Kendall et al., 2000; Németh et al., 2010).

Birds of a Feather Flock Together
Within CTS, and in the nucleus in general, euchromatic chromatin is spatially separate from heterochromatic chromatin. It has extensively been shown that open, gene-rich areas and closed, gene-poor chromosomal domains are generally located in separate subnuclear regions (Fraser and Bickmore, 2007; Mistell, 2007; Naumova and Dekker, 2010). This functional compartmentalization can now be detected at high resolution and genome-wide scale with 3C-based methods and can be related to the association of loci with observable subnuclear structures such as transcription factories and the NL.

Hi-C data revealed the presence of subchromosomal compartments named A and B (Figures 1B, 1E, and 1G) (Lieberman-Aiden et al., 2009; Zhang et al., 2012). Loci found clustered in A compartments are generally gene rich, transcriptionally active, and DNase I hypersensitive, whereas loci found in B compartments are relatively gene poor, transcriptionally silent, and DNase I insensitive (Lieberman-Aiden et al., 2009; Zhang et al., 2012). Therefore, compartments relate to gene expression and, as such, are cell-type specific (Lieberman-Aiden et al., 2009; Zhang et al., 2012). Thus, compartments cannot be predicted solely on the basis of gene density or GC content. A and B compartments are made up of groups of large multi-Mb chromosomal domains (median size ~3 Mb in mice; see Figure 1G and the supplementary data within Dixon et al. [2012]) that are mostly located on the same chromosome but can also be on different chromosomes. The latter type of association probably occurs at the zone of intermingling between CTS (Branco and Pombo, 2006). These data reflect a general tendency for loci of similar genomic content and chromatin status to be proximal to each other, while keeping their distance from...
loci with opposite status. Recently, a more detailed analysis of Hi-C data from mouse and human cells shows that there are not just two types of opposite chromatin states that associate in A and B compartments respectively, but that there is a continuum between them: chromatin domains preferentially associate with other domains of a comparable activity level (Imakaev et al., 2012).

Actively transcribed genes have been observed to colocalize at foci referred to as transcription factories (Cook, 1999; Iborra et al., 1996; Wansink et al., 1993). At these sites, groups of active genes, sometimes located on different chromosomes, are found to associate with foci enriched in RNA polymerase and other transcriptional regulators (Osborne et al., 2004). For example, work on globin genes in mouse erythroid cells shows that the transcription factor Klf1 is responsible for the colocalization of Klf1-responsive globin genes, located on different chromosomes, into transcription factories (Schoenfelder et al., 2010). A similar compartmentalization and foci formation has been found for early and late replicating regions (Ferreira et al., 1997; Ryba et al., 2010; Sadoni et al., 1999). The rather abstract A compartment identified by Hi-C probably reflects the physical association of actively transcribed genes. This has also been observed microscopically, as clustering of active genes near a variety of subnuclear foci, including transcription factories and possibly other types of structures such as nuclear speckles.

Given the many similarities between loci found in inactive B compartments, and LADs and NADs, it seems likely that B compartments reflect the clustering of loci at the NL and nucleoli. In addition, B compartments can reflect clustering of inactive chromatin at other subnuclear sites. For example, Polycomb group (PcG) proteins, transcriptional repressors that silence sets of genes through chromatin modifications and chromatin compaction, have been found to colocalize in Drosophila in specific nuclear foci termed PcG bodies (Saurin et al., 1998; Sparmann and van Lohuizen, 2006). In Drosophila, PcG proteins bind polycomb response elements (PREs) and form long-range interactions with repressed promoters; disruption of these interactions leads to a loss of colocalization with PcG bodies (Bantignies et al., 2011; Lanzuolo et al., 2007; Tolhuis et al., 2011). Although PcG domains provide an example of repressive compartmentalization in Drosophila, similar clustering of silent loci at subnuclear structures may occur in mammalian cells.

**Topologically Associating Domains**

Microscopy has revealed that CTs contain much smaller but structurally defined chromosomal domains (CDs) that are ∼100 kb to several Mb in size (Cremer and Cremer, 2010). CDs have been observed at the borders of the CTs, where they project into the chromatin poor areas that separate chromosomes (Figure 1B) (Markaki et al., 2010). CDs appear as clumps of chromatin with an outer shell that contains gene-dense arrangements known as the perichromatin region (PR), which is a 100–200 nm wide area that is rich in ribonucleoprotein-containing perichromatin fibrils (Cmarok et al., 1999; Fakan and van Driel, 2007) (Figure 1C). Their small size suggests that CDs are not directly related to A and B compartments, which are typically much larger.

Recently, high-resolution Hi-C and 5C data led to the identification of small domains within larger A and B compartments in human, mouse, and Drosophila genomes (Dixon et al., 2012; Nora et al., 2012; Sexton et al., 2012) (Figure 1H). These domains, referred to as topologically associating domains (TADs), are characterized by pronounced long-range associations between loci located in the same domain, but less frequent interactions between loci located in adjacent domains. Thus, chromosomes are composed of a string of domains that are topologically separated from each other. TADs have a median size of 880 kb in mice, with a range of tens of kb to several Mb (Dixon et al., 2012). Interestingly, this is the same length scale as the microscopic CDs, suggesting that TADs might represent the same structures (Figures 1C, 1H, and 1I). Other structural features that were based on long-range interactions identified by 3C-based techniques and correlation analyses, such as chromatin globules (Bau et al., 2011), chroperons (Li et al., 2012), and enhancer-promoter units (Shen et al., 2012), have been described at this length scale. Although few reports have been published on the subject, we anticipate that these observed structures are descriptions of the same topological organization. This argues for a distinct, fundamental domainal organization of chromatin at the length scale of 100 kb–1 Mb. Interestingly, genes located within the same TAD tend to have coordinated dynamics of expression during differentiation, pointing to a role of TADs in coordinating the activity of groups of neighboring genes. Further evidence for a critical functional role of these domains in genome regulation is that CDs (and perhaps TADs) appear to correlate with units of DNA replication (Markaki et al., 2010).

Through the use of a modified genome-wide 3C approach in Drosophila, specific building blocks of 10–500 kb epigenetic domains have been described that are flanked by insulators and that seem to represent TADs (Sexton et al., 2012). Thus far, TADs or TAD-like structures have not been described in bacteria (Umbarger et al., 2011), yeast (Duan et al., 2010), or plants (Moissiard et al., 2012). It is unclear whether the larger plant chromosomes do allow for a TAD-like organization. It is also currently unknown whether TADs exist without the presence of compartments. TADs do, however, represent a feature of chromosome organization that is largely conserved across mammalian cell types (Dixon et al., 2012; Nora et al., 2012), in contrast to A and B compartments that are related to cell-type-specific gene expression. Consistently, TADs are separated by boundaries that appear to be genetically defined: deletion of a boundary region in the X chromosome inactivation center led to partial fusion and the two flanking TADs (Nora et al., 2012). Formal proof for a genetically defined boundary would require insertion of a boundary in the middle of a TAD and observation of the splitting of the TAD in two.

It is currently not clear what defines TAD boundary regions. These boundary regions are enriched in a number of features, including transcription start sites and binding sites for the CTCF protein. Finding CTCF at these boundaries is particularly intriguing given its role as an architectural protein implicated in both mediating and blocking long-range interactions (Phillips and Corces, 2009). However, the large majority of CTCF-bound sites are located within TADs, suggesting that they are not
sufficient for boundary function (Dixon et al., 2012; Nora et al., 2012). It has been proposed that CTCF-bound sites must recruit additional proteins, such as the cohesin complex (Parelho et al., 2008; Rubio et al., 2008; Wendt et al., 2008), to acquire boundary activity.

**Connecting Genes and Regulatory Elements**

The best-studied long-range interactions are those between genes and their distal regulatory elements, such as enhancers. Classical genetic studies of translocations and deletions have shown that distal regions, located at tens to hundreds of kilobases from a gene, affect the correct regulation of transcription, indicating that regulatory elements can exert their effect over large genomic distances (Kleijnan and van Heyningen, 2005). Several mechanisms have been proposed to explain this phenomenon of long-range gene regulation, including looping of chromatin, linking by large protein complexes, and tracking of regulatory complexes along the DNA toward the target genes, to name a few (Bulger and Groudine, 1999; Ptashne, 1986). The most widely supported looping model states that gene regulatory elements interact with promoters through direct protein interactions, while looping out intervening DNA (reviewed in Bulger and Groudine, 2011).

Much of the work on long-range interactions and DNA looping has been performed on the β-globin locus. At this locus, a strong and complex enhancer element, the locus control region (LCR), only loops to the globin promoter in cells expressing the β-globin gene (HBB), as shown by 3C and an alternative method, RNA tagging and recovery of associated proteins (RNA-TRAP) (Carter et al., 2002; Tolhuis et al., 2002). Tissue specificity of long-range looping was confirmed by Palstra et al., who showed that the LCR interacts with different globin genes during development when the locus switches from expressing fetal γ-globin to adult β-globin (Palstra et al., 2003). Many other examples of long-range interactions between genes and their cognate regulatory elements have subsequently been described, including looping in the CFTR locus (Gheldof et al., 2010; Ott et al., 2009), the α-globin locus (Vernimmen et al., 2007), the c-MYC locus (Wright et al., 2010), and the Th2 interleukin cluster (Spilianakis and Flavell, 2004). A recent comprehensive analysis of gene-element interactions throughout 30 Mb of the human genome showed that long-range looping between genes and distal elements is a general phenomenon (Sanyal et al., 2012). This study found abundant and tissue-specific looping interactions between gene promoters and distal enhancers and CTCF-bound elements. Genes can interact with multiple distal elements, and distal elements loop to multiple genes, suggesting complex three-dimensional interaction networks. To add further complexity, several studies have shown that distal gene regulatory elements interact not only with their target genes but also with other regulatory elements (Gheldof et al., 2010; Tolhuis et al., 2002). Clearly, gene regulation involves formation of intricate patterns of specific three-dimensional connections between and among gene promoters and sets of regulatory elements located up to hundreds of kilobases from each other in the linear genome.

While the mechanisms by which these long-range gene regulatory interactions are formed remain unclear, we do know that they are mediated by specific transcription factors and associated factors that bind these loci. By knockout of the specific transcription factors EKLF, GATA-1 or the GATA-1 interacting cofactor FOG-1, it was shown that the interaction between the β-globin promoter and enhancer could be disrupted or attenuated (Driessen et al., 2004; Vakoc et al., 2005). The involvement of specific, locally recruited protein complexes can explain at least in part why this class of long-range connections between distal loci is quite specific. How long-range interactions regulate gene expression is less clear. Recently, Deng et al., have shown that artificial formation of a looping interaction between the globin enhancer and the target promoter was sufficient to induce β-globin transcription (Deng et al., 2012). Possibly, long-range interactions help bring specific protein complexes to the gene promoter. Such complexes could help recruit RNA pol II or transcription elongation factors.

A recent high-resolution Hi-C experiment, as well as computational predictions based on correlated activity of regulatory elements and promoters across cell types, revealed that most specific long-range interactions between regulated promoters and enhancers can be found within the boundaries of TADs (Shen et al., 2012). However, this does not mean that within a TAD all promoters will loop to all enhancers, since looping interactions within these domains are still between specific pairs of loci, i.e., a specific interaction between an enhancer and its cognate target gene promoter. Many other regulatory elements located in between will also interact quite frequently due to their general proximity within the TAD, but in many cases these interactions frequencies are still below that of the specific interactions (Li et al., 2012; Sanyal et al., 2012) (Figure 2A).

**The Unique Genomic Connectivity of the Single Cell**

3C-based analyses present a single population-averaged view of the interaction probabilities of loci. These studies could be interpreted to mean that a reproducible and constant genome organization is present in all cells in a clonal population. In each such cell, loci connect to the same set of other loci at specific subnuclear structures, and to all their cognate distal gene regulatory elements. However, both experimental and theoretical considerations rule out such a simplistic model. First, when individual cells are studied in the microscope, a striking cell-to-cell diversity of subnuclear positioning of loci is observed (Parada et al., 2003; Walter et al., 2003). For instance, loci that are shown to be part of LADs do not associate with the nuclear periphery in each and every cell (Pickersgill et al., 2006). Similarly, pairs of loci found to be interacting in 3C-based analyses do so in only a fraction of cells (Miele et al., 2009; Noordermeer et al., 2011). Thus, every cell at a given moment in time is unique in the overall spatial arrangement of its chromosomes and the specific set of long-range chromosomal interactions. Second, comprehensive genome-wide chromatin interaction data sets can only be understood when tremendous heterogeneity is assumed in chromosome folding and positioning. Each locus is found to have some nonzero contact probability with almost every other locus in the genome, although some interactions are clearly more frequent than others. Given that each detected interaction is derived from an individual cell, one must conclude that the set of interactions at a given moment must be highly
different in each cell to allow for the detection of the large variety of interactions in the cell population (Kalhor et al., 2012; and see discussion in Zhang et al., 2012). In addition, many genes can interact with multiple distal regulatory elements, and these elements in turn interact with several genes (Sanyal et al., 2012; Shen et al., 2012). It is difficult to envision a single spatial organization that can accommodate all these long-range interactions simultaneously, and thus at any given time only some of these interactions can occur in a given cell. Yet, although a level of stochastic gene expression can be observed, individual cells within a clonal population manage to maintain a reproducible gene expression profile reflecting their tissue of origin (Liu et al., 2009). Therefore, it seems reasonable to assume that in each cell most or all genes are able to communicate with the appropriate distal gene regulatory elements and subnuclear structures, such as the lamina and transcription foci, to acquire appropriate levels of expression for maintenance of cell differentiation state. This apparent paradox can be solved when one considers that at various levels, the chromosomal connections described here, from large-scale nuclear organization to more local gene-element connections, differ in their ability to move inside cells (as also discussed in Soutoglou and Misteli, 2007). On the basis of such considerations, and as described below, we propose that TADs are the central chromosomal structures that ensure robust long-range gene regulation in every cell.

A Differential Dynamics Model of Chromosomal Connections

The chromosomes of humans and mice are very large physical objects. This severely limits their ability to move across the nucleus at time scales in the order of the length of an average cell cycle. Thus, in a given cell, once a chromosome has obtained a given position and has decondensed in early interphase, it is unlikely to move to another location. Therefore, at the level of the whole nucleus, the spatial organization of the genome is rather static. At this scale, the precise position of a chromosome varies widely between cells, making any connection or spatial proximity between two chromosomes extremely variable between cells. Yet, within a given cell, this arrangement will be highly stable over time. This directly implies that any particular interchromosomal connection is unlikely to play roles in robust gene regulation, as many cells will never be able to establish this connection in their lifetime. However, this does not rule out that these interactions contribute to gene regulation in a specific cell, and they might well contribute to known stochastic effects in gene expression (Noordermeer et al., 2011). Furthermore, this view also implies that in cases in which interchromosomal associations might play critical roles, these interactions must be established very early in G1, when chromosome positioning may still be dynamic. Alternatively, they might occur later, dependent upon yet-to-be-discovered special mechanisms that allow large-scale movement of chromosomes and chromosomal domains, as has been observed in rare cases (Chuang et al., 2006). For instance, rare rotational movements of CT assemblies have been observed that change chromatin proximity without affecting the radial position of CTS (Strickfaden et al., 2010).

Within chromosomes large domains of either active or inactive chromatin engage in a variety of interactions: some transcriptionally inactive domains (B compartments) will associate with the NL, whereas transcriptionally active domains (A compartments) will associate with other active domains at subnuclear sites such as transcription foci. The precise sets of active domains that associate with each other in any given cell will be variable, though, and because these domains are typically several megabases in size, their ability to move in a given cell will be limited. Thus, at this level of chromosome compartmentalization, interactions are again relatively stable within individual cells, whereas cell-to-cell variability is large (Figure 3). As for chromosome positioning, this implies that this level of chromosomal connections is unlikely to ensure specific gene expression in each individual cell, unless specific and yet-to-be-defined mechanisms exist to move large chromatin segments.

Figure 2. Genomic Interactions

Promoter (black) and enhancers (red) are represented as circles. The size of enhancers indicates the strength of their activity. Architectural boundary proteins are shown as black squares and interactions relevant to gene expression are shown as dotted blue lines.

(A) Linear representation of interactions between genomic elements.
(B) Three-dimensional representation of the genome, where interactions are largely confined to TADs (gray circles) and TADs containing elements of similar activity are arranged in compartments (A or B). Situation “I” represents the 3D organization of the linear genome depicted in (A). Situation “II” represents changing interactions (leading to altered expression) by stochastic cell-to-cell differences (for interactions with promoters 1–6) or increased enhancer activity, leading to altered promoter expression (for interactions with promoter 7) and compartment change. Note that the altered expression does not lead to a change in TAD organization.
Importantly, this is not to say that such stochastic yet stable interactions are not involved in gene regulation at all. It is possible that association with other active or inactive loci at specific nuclear sites, which occurs in each cell, is playing some role in efficiency of transcription or repression. This role is irrespective of the identity of the association partners, which is likely to differ between cells.

At the scale of up to several hundreds of kilobases, chromatin is considerably more dynamic: live-cell imaging shows that loci have a constrained radius of diffusion that is about 0.5 μm (Abney et al., 1997; Heun et al., 2001; Marshall et al., 1997). This volume corresponds to approximately 1 Mb chromatin. Thus, within the time span of a single cell cycle, any locus is likely to transiently interact by Brownian motion with other loci located within 1 Mb or so. At this length scale, interactions between loci are constrained by the formation of TADs. We propose that the observed motion represents the movement of loci within TADs and that any two loci located within a TAD are sufficiently dynamic to have an opportunity to engage in a long-range interaction. Importantly, this allows for the formation of long-range interactions between pairs of loci located within the same TAD in every cell at some point in time during a single cell cycle. At this length scale, the spatial positioning of two loci is therefore the least static within a given cell. This would ensure that specific gene-element interactions required for gene regulation can occur reproducibly, but transiently, in all cells. Consistent with our proposal that TADs are the equivalent to CDs, it was recently found that CDs are heavily oscillating within short time periods (<1 s) (Pliss et al., 2013) (creating stochastic changes exemplified in Figure 2B).

Organization of genes and regulatory elements within internally dynamic TADs also facilitates the formation of multiple long-range interactions between a gene and regulatory elements in each cell, even when these loops cannot topologically co-occur at the same time. Given that looping interactions are rather transient and loci can roam the entire volume of the TAD within a single cell cycle at short time scales, all pairwise looping interactions required for cell-type-specific gene expression could occur in each cell in the population.

The core implication of this view of genome folding is that the formation of TADs, and the mobility of loci within them, is the fundamental chromosomal feature that allows reproducible connections between genes and their distal elements in most cells. TADs provide a locally constrained volume in which genes and elements are provided ample mobility to connect and disconnect in order to facilitate gene regulation. This constrained volume also limits the number of possible interactions a gene or elements can have by insulating them from the rest of the genome. One other implication of this model is that there must be evolutionary pressure to maintain genes and their regulatory elements to remain near each other in the linear genome, within the same TAD. Our model predicts that TADs are the fundamental regulatory and structural building blocks of chromosomes that are stable between cells, but whose internal organization is highly dynamic within cells. Interestingly, smaller chromosomes such as those of yeast are at the same scale as TADs and behave in some respects like TADs: they are internally dynamic with loci exploring significant parts of the small nucleus within one cell cycle (Heun et al., 2001).

Higher-order chromosome structure and nuclear organization self-assembles using TADs as the basic building block: associations between TADs, located both in cis and in trans, form A and B compartments. In individual cells, these associations are more stable than the interactions within TADs, yet more stochastic between cells (Figure 3). Similarly, groups of A and B compartments make up chromosome territories and the zones where neighboring chromosome intertwine. Territory shape and position are rather stable, and again stochastic. Interestingly, both “stable” compartments and “reproducible” looping interactions are inherently stochastic, but at a different level and time scale. The increasingly stochastic nature of connections between and along chromosomes at larger length scales may contribute to cell-to-cell variation in gene expression. In the future, when chromatin interaction studies can be performed in single cells, some of the ideas proposed here can be directly tested. For instance, direct analysis of both the gene expression profile and genome-wide long-range chromatin interactions can provide insights into the relationship between stochastic gene expression and cell-to-cell variability of chromosome conformation.
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